
Previous Work failed to simultaneously solve:

◆Noise in time series data (Meaningless patterns) 

◆Smooth Attention Distribution (Row-homogenization 

in attention maps)

◆Time series are widely present in everyday life: Traffic Flow, 

Weather Variations, Economic Changes, etc. 

◆Transformers have revolutionized time series modeling: 

iTransformer, Pathformer, Pyraformer, Autoformer, Informer, etc.

SDformer: Transformer with Spectral Filter and Dynamic 
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Introduction Motivation

Methods

Spectral-Filter-Transform: 

Frequency Domain Denoising & 
Time Domain Smoothing
Dynamic-Directional-Attention: 
Introduce a Kernel Function 

Analysis and Discussion
Spectral Filter Transform

 Dynamic Directional Attention
✓ Analogous to a single-layer MLP: Marco Patterns(Trend, Periodicity)

Long-term Forecasting Results

I will join the Time Series Group of the CityMind Lab at HKUST(GZ) in August, focusing on time series self-supervised learning and multi-modality deep learning. 

➢ 11 baselines for comparison: iTransformer, PatchTST, etc.
➢ SDformer achieved SOTA performance on 5 datasets
➢ The number of variates in the MTS ranges from 7 to 862, with 

error reductions of 15% and 17% in MSE, respectively

 Jointly Analysis for better Interpretability

✓ Highly correlated variate pair scores higher and vice versa

Further Analysis
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